Can Al Models Generate Correct and Faithful Natural

Language Explanations for Their Predictions?

Why are
you
stopping?

| am stopping

because there

is a person
q

Oana-Maria Camburu

Pleural effusion
because there is
slight blunting of
the costophrenic

Seniotr Research Fellow
Leverhulme Early Career Fellowship

UCL NLP Group




Outline

1. Introduction

2. AL with Natoral (anguage Explanations, bits and pieces from:

i e-SMLI: Natural (anguage Inference with Natural (anguage Explanations (NearIPS18)

ii.  Faithfolnese Teste for Natural (anguage Explanatione (ACL'23)
iii.  Make Up Your Mind! Advercarial Generation of Inconsictent Natvral (anguage Explanations (ACL'20)

v.  KNOW How to Make Up Your Mind! Advercarially Detecting and Alleviating Inconcistencies in Matural

(anguage Explanatione (ACL’23)

v.  Explaining Chest X-ray Pathologiee in Natoral (anguage (MICCAL22)

vi.  e-lil: A Dataset and Benchmark for Natoral Language Explanations in |ficion-Language Tacks (ICCV21)
vii.,  Knowledge-Grounded Self-Rationalization via Extractive and MNatural (anguage Explanations (ICM(22)

3. Open Questions



Introduction



Introduction

Types of explanations

“The plot was [ NSRENN, but the -
i v /(<
AN
i
E

were
negative positive

great
interesting

-0.8 [ rot
-02 A
actors|[= 0.18 Was important
to this image classifier?
hitps://medium. intui i ig: th f-explainability-fcc4631473

M. Ribeiro et al., "Why Should | Trust You?": Explaining the Predictions of Any Classifier, KDD, 2016.
S. Lundberg and S. Lee, A Unified Approach to Interpreting Model Predictions, NeurlPS, 2017.
M. Sundararajan, Axiomatic Attribution for Deep Networks, ICML, 2017.

Feature importance

B. Kim et al,, Interpretability Beyond Feature Attribution:
Quantitative Testing with Concept Activation Vectors (TCAV),
ICML, 2018

Concept based

Model f (x) Metamodel g(x)

D)

y(x)—:,rz (1-mzpe™
().6
0.5
04
03
0.2

Figure 1: Pictorial depiction of the i i k. Here, the model f(x) is a deep
neural network (left), and the del g(x) is a closed-form ion z1 z2 (1 — 22 exp(—z1)) (right).

Why my loan request is rejected?
Symbolic
Metamodeling

‘o 0o, >

?
-~

9(x) = G(x:0")

Blood pressure (72)

pressure

0* = arg mingee ((f(x), G(x;6))

i
n‘ A Counterfactual Explanation:

If you had an income of $40,000 rather than $30,000,
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Natural Language Explanations (NLEs)

Motivation

e Human-intelligible explanations. Kaur et al. (2020): “few of our participants [197 data
scientists| were able to accurately describe the visualizations output by these tools [feature

importance]” and “data scientists over-trust and misuse interpretability tools”.

H. Kaur et al., Interpreting Interpretability: Understanding Data Scientists' Use of Interpretability Tools for Machine Learning, CHI 2020.
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robustness. Humans don’t learn just from labelled examples.
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® Correctness: Does the explanation give the correct reasons for the correct prediction?

e Faithfulness: Is the explanation faithful to the decision-making process of the model?
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Natural Language Explanations (NLEs)

Criteria

e Consistency: Is the model consistent in its explanations across instances?
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Natural Language Explanations (NLEs)

Criteria

® Correctness: Does the explanation give the correct reasons for the correct prediction?

e Faithfulness: Is the explanation faithful to the decision-making process of the model?

® Consistency: Is the model consistent in its explanations across instances?



Correctnese: Doec the explanation give the correct reasons for the

correct prediction?



= e-SNLI

@NeurIPS’18 O. Camburu, T. Rocktischel, T. Lukasiewicz, P. Blunsom.

e-SNLI: Natural Language Inference with Natural Language Explanations

® Train (~550k): 1 NLE / instance; Dev and Test (~10k): 3 NLEs / instance + annotation of salient tokens

Premise:
Two women are embracing while
holding to go packages.

Hypothesis:
Two women are holding food in
their hands.

Label:
Entailment

Explanation: Holding to go
packages implies that there is
food in it.

Premise:
A black race car starts up in front
of a crowd of people.

Hypothesis:
A man is driving down a lonely
road.

Label:
Contradiction

Explanation: A road can’t be
lonely if there is a crowd of
people.

Premise:

A man in a blue shirt standing in
front of a garage-like structure
painted with geometric designs.

Hypothesis:
A man is repainting a garage

Label:
Neutral

Explanation: It is not clear
whether the man is repainting the
garage or not.




Is e-SNLI too easy for current LLMs?

Likely yes, but out of 8 random examples from e-SNLI,
ChatGPT got 2 wrong,.

e-SNLI: Contradiction, “If a man is wearing a backwards baseball cap,
then his bald head will not be exposed and burned by the sun.”

You have to solve the task of natural language inference and explain your answer. Given a
premise and a hypothesis, if the premise implies the hypothesis, the answer is "entailment", if
the hypothesis contradicts the premise the answer is “contradiction”, does not logically
imply the hypothesis, the answer is "neutral". Write a brief reason to explain the answer. Here
is an example.

Premise: A woman is in the park.

Hypothesis: A person is outdoors.

Answer: entailment

Explanation: A woman is a person and the park implies the outdoors.

Premise: A woman is in the park.

Hypothesis: The woman is indoors.

Answer: contradiction

Explanation: The woman is in the park so not indoors

Premise: A woman is in the park.

Hypothesis: The blond woman is outdoors.

Answer: neutral

Explanation: The premise doesn’t mention anything about the hair color of the woman.

Premise: Man in boat wearing athletic shorts, a backwards baseball cap and sunglasses
unhooks a fish he has caught while fishing.

Hypothesis: His bald head is being burned by the sun.

Answer:

Answer: entailment 0d @

Explanation: The premise describes a man in a boat who is wearing athletic shorts, a
backwards baseball cap, and sunglasses. The action of the man unhooks a fish he has
caught while fishing. Based on this information, it can be inferred that the man is exposed to
the sun. The hypothesis states that his bald head is being burned by the sun, which aligns
with the implication from the premise. Therefore, the premise implies the hypothesis,
leading to an answer of "entailment."



Is e-SNLI too easy for current LLMs"

Premise: Three people gathering and binding sticks or brush.
Hypothesis: Some people are working hard to gather and bind sticks.

Likely yes, but out of 8 random examples from e-SNLI, Answer:
ChatGPT got 2 wrong,.

Premise: Three people gathering and binding sticks or brush. 0 d @
Hypothesis: Some people are working hard to gather and bind sticks.
Answer: entailment
Explanation: The premise explicitly states that three people are gathering and binding sticks
or brush. The hypothesis, which states that some people are working hard to gather and
bind sticks, is consistent with the information provided in the premise. Therefore, the

hypothesis is implied by the premise, resulting in an entailment.

e-SNLI: Neutral, “Not all work is hard.”



Is e-SNLI too easy for current LLMs?

Premise: Three people gathering and binding sticks or brush.
Hypothesis: Some people are working hard to gather and bind sticks.

Likely yes, but out of 8 random examples from e-SNLI, Answer:
ChatGPT got 2 wrong,.

Premise: Three people gathering and binding sticks or brush. 0 d @
Hypothesis: Some people are working hard to gather and bind sticks.
Answer: entailment
Explanation: The premise explicitly states that three people are gathering and binding sticks
or brush. The hypothesis, which states that some people are working hard to gather and
bind sticks, is consistent with the information provided in the premise. Therefore, the

hypothesis is implied by the premise, resulting in an entailment.

e-SNLI: Neutral, “Not all work is hard.”

m Do you think that binding sticks or brush is always hard work?

: : @ No, binding sticks or brush is not necessarily always hard work. The statement in the 0d P
But ChatGPT was ﬁOt COﬁSlStCﬁt about ltS answet. . hypothesis, "Some people are working hard to gather and bind sticks," implies that the
action of binding sticks or brush requires significant effort or is physically demanding.
However, the premise does not provide any information about the level of effort or difficulty
involved in the task of binding sticks or brush. Therefore, it is not accurate to assume that

binding sticks or brush is always hard work based on the given premise.



e-SNLI: Natural Language Inference with Natural Language Explanations

@NeurIPS’18 O. Camburu, T. Rocktischel, T. Lukasiewicz, P. Blunsom.

- Types of architectures for NLE models
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A. Conneau et al., Supervised Learning of Universal Sentence Representations from Natural Language Inference Data, EMNLP, 2017.



e-SNLI: Natural Language Inference with Natural Language Explanations

@NeurIPS’18 O. Camburu, T. Rocktischel, T. Lukasiewicz, P. Blunsom.

- Types of architectures for NLE models

Predict-then-Explain = Condition the NLE on the prediction
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e-SNLI: Natural Language Inference with Natural Language Explanations

@NeurIPS’18 O. Camburu, T. Rocktischel, T. Lukasiewicz, P. Blunsom.

- Types of architectures for NLE models

Explanation

Explain-then-Predict = Condition the label on the NLE
(U, v, [u-v|,u*v)
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u | | v
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T T
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is Chain-of-Thought (CoT) nowadays!
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e-SNLI: Natural Language Inference with Natural Language Explanations

@NeurIPS’18 O. Camburu, T. Rocktischel, T. Lukasiewicz, P. Blunsom.

- Types of architectures for NLE models
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e-SNLI: Natural Language Inference with Natural Language Explanations

@NeurIPS’18 O. Camburu, T. Rocktischel, T. Lukasiewicz, P. Blunsom.

Results

Evaluate the correctness (matching the ground-truth) of NLEs only on instances for
which the model predicted the correct label

Table 1: Performance of the models. The averages are over five seeds, with standard deviations are in
parenthesis. Expl @100 is the score of correctness for the generated explanations, which we manually
annotated for the first 100 data points in the SNLI test set for one seed.

Model Label Perplexity BLEU Expl@100
No-Expl 84.01 (0.25) - - -
Pred-Expl 83.96 (0.26) 10.58 (0.40) | 22.40(0.70) 34.68

Expl-Pred-Seq2Seq  81.59 (0.45) 8.95(0.03) | 24.14(0.58) 49.80
Expl-Pred-Att 81.71 (0.36) 6.1 (0.00) 27.58 (0.47) 64.27
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Inter-annotator BLEU: 22.51 Untreliable!



e-SNLI: Natural Language Inference with Natural Language Explanations

@NeurIPS’18 O. Camburu, T. Rocktischel, T. Lukasiewicz, P. Blunsom.

‘ Metric All VQA- eSNLI- VCR

datasets X VE
BLEU-1 0.222 0.396 0.123 0.032 truth) of NLEs only on instances for
BLEU-2 0.236 0.412 0.142 0.034
BLEU-3 0.224 0.383 0.139 0.039
BLEU-4 0.216 0.373 0.139 0.038
METEOR 0288 00438 0 186 O 1 13 r five seeds, with standard deviations are in
ROUGE-L 0238 0399  0.131  0.050 frereied cxplanations, which we manuall
CIDEr 0245 0404 0133 0093 —Tomo —Teoein
SPICE 0.235 0.407 0.162 0.116

BERTScore 0293 0431 0189 0138 ©[24070 |3

) | 24.14 (0.58) | 49.80

BLEURT [41] 0.248 0.338 0.208 0.128 27,58 (047) | 6427

Table 6: Correlation between human evaluation and auto- LEU: 22.51 Unreliable!
matic NLG metrics on NLEs. All values, except those in
ltallC, have p-values < 0.001. Kayser et al., e-ViL: A Dataset and Benchmark for Natural

Language Explanations in Vision-Language Tasks, ICCV, 2021.




e-SNLI: Natural Language Inference with Natural Language Explanations

@NeurIPS’18 O. Camburu, T. Rocktischel, T. Lukasiewicz, P. Blunsom.

Results

Evaluate the correctness (matching the ground-truth) of NLEs only on instances for
which the model predicted the correct label

Table 1: Performance of the models. The averages are over five seeds, with standard deviations are in
parenthesis. Expl @100 is the score of correctness for the generated explanations, which we manually
annotated for the first 100 data points in the SNLI test set for one seed.

Model Label Perplexity  BLEU Expl@100 - 0,1, 0rk/n
No-Expl 84.01 (0.25) - - - points for
Pred-Expl 83.96 (0.26) 10.58 (0.40) 22.40 (0.70) | 34.68 T
Expl-Pred-Seq2Seq  81.59 (0.45) 8.95(0.03)  24.14(0.58) | 49.80 cotrectness
Expl-Pred-Att 81.71 (0.36) 6.1(0.00)  27.58(0.47) | 64.27

Human annotation is still
the gold standard today



e-SNLI: Natural Language Inference with Natural Language Explanations

@NeurIPS’18 O. Camburu, T. Rocktischel, T. Lukasiewicz, P. Blunsom.

2
- Res u Its (1) PREMISE: 3 young man in hoods standing in the middle of a quiet street facing the camera.
HypoTHESIS: Three hood wearing people pose for a picture.
GOLD LABEL: entailment

(c) PREDICTED LABEL: neutral

&= REDIGTREIAER, Nl : (b) PREDICTED LABEL: entailment EXPLANATION: Just because three young man
EXPLANATION: Just because the men are in the . L .
A 5 EXPLANATION: three young men in camouflage standing in the middle of
middle of a street doesn’t mean 2 :
are people. [0.33] a quiet street facing the camera

Sheysae posmg:fonm pickure. does not mean they pose for a picture.

(2) PREMISE: Three firefighter come out of subway station.
HypoTHESIS: Three firefighters putting out a fire inside of a subway station.
GOLD LABEL: neutral

(b) PREDICTED LABEL: neutral
EXPLANATION: The fact that three
firemen are putting out of a subway
station doesn’t imply that they

are putting out a fire. [0]

(c) PREDICTED LABEL: neutral
EXPLANATION: The firefighters
may not be putting out a fire

inside of the subway station. [1]

(a) PREDICTED LABEL: contradiction
EXPLANATION: The firefighters

can not be putting out a fire station and
putting out a fire at the same time.

(3) PREMISE: A blond-haired doctor and her African American assistant looking threw new medical manuals.
HYPOTHESIS: A man is eating pb and j.
GOLD LABEL: contradiction

(b) PREDICTED LABEL: contradiction | (c) PREDICTED LABEL: contradiction
EXPLANATION: One can not be looking | EXPLANATION: A person can not be looking
and eating simultaneously. [0] at a medical and a book at the same time. [0]

(a) PREDICTED LABEL: contradiction
EXPLANATION: A man is not a woman. [1]




e-SNLI: Natural Language Inference with Natural Language Explanations

@NeurIPS’18 O. Camburu, T. Rocktischel, T. Lukasiewicz, P. Blunsom.

Y . .
 Spurious correlations
67% !

SNLI is notorious for spurious correlations

. Label
® Hypothems — Label 67% (Gururangan et al., 2018)
o  “tall”, “sad” — neutral T
> Fully-Connected
o “animal”, “outside” — entailment Lagurs
o  “sleeping”, negations — contradiction
N_uv /] | v
Sentege Nacoder Sentence Encoder
Premise Hypothesis

S. Gururangan et al., Annotation Artifacts in Natural Language Inference Data, NAACL, 2019.



e-SNLI: Natural Language Inference with Natural Language Explanations

@NeurIPS’18 O. Camburu, T. Rocktischel, T. Lukasiewicz, P. Blunsom.

Y . .
 Spurious correlations
67% ! ?

SNLI is notorious for spurious correlations

Label Explanati
[ Hypothesis — Label 67% (Gururangan et al., 2018) aT ‘ L
o tall”, “sad” — neutral Fully Connecied
o “animal”, “outside” — entailment Lagers
o  “sleeping”, negations — contradiction
Can explanations rely on the
same spurious correlations?
AN f / | | fo xTr
Sentep€e Nacoder Sentence Encoder Sentence Encoder

T T T

Premise Hypothesis Hypothesis

S. Gururangan et al., Annotation Artifacts in Natural Language Inference Data, NAACL, 2019.



e-SNLI: Natural Language Inference with Natural Language Explanations

@NeurIPS’18 O. Camburu, T. Rocktischel, T. Lukasiewicz, P. Blunsom.

Y . .
 Spurious correlations
67% ! 6%

SNLI is notorious for spurious correlations
Label Explanation

T

Fully-Connected

® HypOthCSiS — Label 67% (Gururangan et al., 2018)

o “tall”, “sad” — neutral

o “animal”, “outside” — entailment Lagers
o  “sleeping”, negations — contradiction
Can explanations rely on the
same spurious correlations?
N_uv /1 | v

] | ?

_ P - | .
= Faf leSS° SO a mOdel Wlth a Sentepfe Nncoder Sentence Encoder Sentence Encoder

high number of correct NLEs is T T T
M& more tr uStworthY' Premise Hypothesis Hypothesis

S. Gururangan et al., Annotation Artifacts in Natural Language Inference Data, NAACL, 2019.




Other NLE datasets (Wicgreffe and Marasovi¢, 2021)

e NLP
0 CoS-E over CQA, followed by the improved version ECQA
o ComVE
o SBIC

e Computer Vision

o VCR
o VQA-X, ACT-X
o e-SNLI-VE

® Applications
o self-driving cars: BDD-X
O  fact-checking: e-FEVER
O  social biases: SBIC
o medical: MIMIC-NLE

S. Wiegreffe, A.Marasovic. Teach Me to Explain: A Review of Datasets for Explainable Natural Language Processing. NeurlPS, 2021.



Faithfuvlnese: I¢ the explanation faithful fo the

decision-making process of the model?



Faithfulness Tests for Natural Language Explanations

@ACL’23 P. Atanasova, O. Camburu, C. Lioma, T. Lukasiewicz, ]. Simonsen, I. Augenstein.

Evaluating explanations’ faithfulness is difficult in general: if we knew the inner-workings we
would not have needed the explanations.

Many methods/types of explainability suffer from unfaithfulness: (Adebayo et al., 2018):
certain widely deployed explainability approaches that provide saliency maps can even be independent of the
training data and of the model parameters.

Probably, one cannot have perfect faithfulness, but some level of faithfulness is

necessary: “lying” to end users about the decision-making process has high chances to lead to a wrong
perception of the model and, in turn, to incorrect human decisions.

Adebayo et al., Sanity checks for saliency maps, NeurlPS, 2018.



Faithfulness Tests for Natural Language Explanations

@ACL’23 P. Atanasova, O. Camburu, C. Lioma, T. Lukasiewicz, ]. Simonsen, I. Augenstein.

The Counterfactual Test: Are NLLE models faithful to reasons for counterfactual
predictions?

If an inserted word is changing the prediction, then the new NLE should* reflect the inserted word.

P: Man in a black cuit, white chirt and black bowtie playing an P: Man in a black cuit, white chirt and black bowtie playing an
instrument with the rest of hic symphony surrounding him. instrument with the rest of hic cymphony surrounding him.

H: A tall person in a suit. H: A tall person in a blue cuit.

Prediction: neutral P Prediction: contradiction

NLE: Not all men are tall. X NLE: A man ic not a tall person.

* according to the general formulation of counterfactual explanations



Faithfulness Tests for Natural Language Explanations

@ACL’23 P. Atanasova, O. Camburu, C. Lioma, T. Lukasiewicz, ]. Simonsen, I. Augenstein.

The Input Reconstruction Test: Are the reasons in an NLE sufficient to lead to the same
prediction as the one for which the NLE was generated?

If an NLE is faithful and the models is consistent, then reconstructing an input from it should* make the
model act in the same way.

P: Many people standing outside of a place talking to each P: People are talking.

other in front of a building that hag a. sign that saye

H: They are having a chat.

HI-POINTE.’
Prediction: entailment
H: The people are having a chat before going ints 1
building. NLE: People are talking is a rephrasing of they are having a

chat.

Prediction: neutral

NLE: Juct because|peosle are ta/éinq!z/oes’ not mean

/r
[they are having a chat. |
L

* the reconstructed instance may be OOD causing a different model behaviour
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The Counterfactual Test

Setup: Model m provides a prediction § = m(x) and an NLE e_(x) for its prediction on an instance X = (X, X, ..., X ).

Find a modified instance X’ = (x, X, ..., W, ..., x ) such that m(x") # m(x) and e_(x’) does not contain any word from W.

Train h(x"*FP 9 = x st mx) = §

® Mask random contiguous words in x and train h to recognize them

P: Man in a{;,g}w‘t, white chirt and black bowtie playing an
wi

ingtrument the rest of hic symphony currounding him.
H: A tall person in a suit.
Prediction: neutral

NLE: Mot all men are tall.
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The Counterfactual Test

Setup: Model m provides a prediction § = m(x) and an NLE e_(x) for its prediction on an instance X = (X, X, ..., X ).

Find a modified instance X’ = (x, X, ..., W, ..., x ) such that m(x") # m(x) and e_(x’) does not contain any word from W.

Inference

®  Give the instance with MASK inserted between words and different label than the originally predicted one

P: Man in a black cuit, white chirt and black bowtie playing an
instrument with the rest of hic cymphony surrounding him.

H: A tall person in a suit.
Prediction: neutral

NLE: Mot all men are tall.
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The Counterfactual Test

Setup: Model m provides a prediction § = m(x) and an NLE e_(x) for its prediction on an instance X = (X, X, ..., X ).

Find a modified instance X’ = (x, X, ..., W, ..., x ) such that m(x") # m(x) and e_(x’) does not contain any word from W.

Inference

®  Give the instance with MASK inserted between words and different label than the originally predicted one

P: Man in a black cuit, white chirt and black bowtie playing an
instrument with the rest of hic cymphony surrounding him.

H: A tall percon in a @ curt.

Prediction: neutral

NLE: Mot all men are tall.
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The Counterfactual Test

Setup: Model m provides a prediction § = m(x) and an NLE e_(x) for its prediction on an instance X = (X, X, ..., X ).

Find a modified instance X’ = (x, X, ..., W, ..., x ) such that m(x") # m(x) and e_(x’) does not contain any word from W.

Random baseline: insert a random adjective before a noun or a random adverb before a verb

® adjectives and adverbs are picked from WordNet; nouns and verbs in the text are identified with spaCy

P: Man in a black cuit, white chirt and black bowtie playing an
instrument with the rest of hic cymphony surrounding him.

H: A tall person in a formal cuit.
Prediction: neutral

NLE: Mot all men are tall.
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The Input Reconstruction Test

Setup: Model m provides a prediction § = m(x) and an NLE e_(x) for its prediction on an instance X = (X, X,,, ..., X_).

Reconstruct an input X’ from e_(x) such that m(x’) # m(x).

We used heuristics which were dataset-specific.

e e-SNLI: the NLEs typically follow (unintended!) templates (Camburu et al., 2020)
P: Many people standing outcide of a place talking to each

other in front of a building that hag a. sign that saye
HI-POINTE.

P: People are talking.

H: They are having a chat.

Prediction: entailment

H: The people are having a chat before going ints 1

building. NLE: People are talking is a rephrasing of they are having a
hat.

Prediction: neutral chat

MNLE:Juct because people are talbingldoee not meanlthey are
 ———  E—
having a chat.
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The Input Reconstruction Test

Setup: Model m provides a prediction § = m(x) and an NLE e_(x) for its prediction on an instance X = (X, X,,, ..., X_).

Reconstruct an input X’ from e_(x) such that m(x’) # m(x).

We used heuristics which were dataset-specific.

e ComVE: the predicted correct sentence is replaced by the NLE.

Sent 1: Giraffes have long necks. Sent 1: Monkeys have chort necks.
Sent 2: Monkeye have long necke. Sent 2: Monkeye have long necke.
Prediction: Sent 2 P Prediction: Sent 1

X NLE: Monkeye have chort necks. NLE: Monkeye have long necke.
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Types of architectures

Explanation

I. Order label — explanation
Label T

A. Predict-then-Explain T

(rationalizing model (Ra))

Label Predictor

T

Encoder

!

Input
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Types of architectures

Explanation

!

I. Order label — explanation Label
A. Predict-then-Explain (Ra) - T
B. Explain-then-Predict f Label Predictor
(reasoning models (Re)) Encodet T
Input T

Explanation
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Types of architectures

Explanation

T

I. Order label — explanation

A. Predict-then-Explain (Ra)

B. Explain-then-Predict (Re) <\@th

II. Joint vs separate training l |
A. Joint (multi-task (MT)) Encoder
B. Separate (single task (ST)) T

Input

Explanation

Label

Label

Predictor
A

i

Encoder

T

Input

T

Explanation
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Types of architectures

Explanation

T

I. Order label — explanation

A. Predict-then-Explain (Ra)

B. Explain-then-Predict (Re) <\Label Predictor
II. Joint vs separate training B —]
A. Joint (multi-task (MT)) Encoder
B. Separate (single task (ST)) T
Input

(Hase et al., 2020)

Hase et al., Leakage-adjusted simulatability: Can models generate non-trivial explanations of their behavior in natural language? Findings of EMNLP, 2020.

Explanation Label

Label

Predictor
A

Encoder F
T Explanation
Input
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Types of architectures

Explanation

T

I. Order label — explanation

A. Predict-then-Explain (Ra)

B. Explain-then-Predict (Re) <\Label Predictor
II. Joint vs separate training B —]
A. Joint (multi-task (MT)) Encoder
B. Separate (single task (ST)) T
Input

(Hase et al., 2020)

Explanation

Label

Label

Predictor
A

i

Encoder

T

Input

T

Explanation

There were speculations on whether one architecture is more faithful than the others, e.g., Re more faithful

than Ra (Camburu et al., 2018)

Hase et al., Leakage-adjusted simulatability: Can models generate non-trivial explanations of their behavior in natural language? Findings of EMNLP, 2020.
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Results Model % Unfaith
e-SNLI
1) Counterfactual Test MT-Re-Rand 23.46
MT-Re-Edit 34.15
g g g g ST-Re-Rand 20.15
a) baseline detects less unfaithfulness than the trained editor TR YRT
. .. MT-Ra-Rand 20.41
b) high and similar success rate for all 4 types MT-Ra-Edit 25.16
ST—Ra-Rapd 20.35
c) no consistent ranking of the 4 types ST—Ra-Edg e 28.47
0 -
. MT-Re-Rand 37.34
d) Re (avg. 37.07) less faithful than Ra (33.78) N R 1063
ST-Re-Rand 4159
e) MT (35.2) and ST (35.66) are similar ST-Re-Edit 44.04
MT-Ra-Rand 32.97
MT-Ra-Edit 39.36
ST-Ra-Rand 3542
ST-Ra-Edit 40.10
ComVE
MT-Re-Rand 29.70
MT-Re-Edit 40.90
ST-Re-Rand 31.10
ST-Re-Edit 36.40
MT-Ra-Rand 25.50
MT-Ra-Edit 31.60
ST-Ra-Rand 29.10
ST-Ra-Edit 38.00

Counterfactual Results
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Results Model % Unfaith

-SNLI
1) Counterfactual Test MT-Re-Reand 23.46
MT-Re-Edit 34.15
i i i i ST-Re-Rand 20.15
a) baseline detects less unfaithfulness than the trained editor SR oL
: N MT-Ra-Rand 20.41
b) high and similar success rate for all 4 types MT-Ra.Edit 25.16
ST-Ra-Rand 20.35
c) no consistent ranking of the 4 types ST—Ra-Edg e 28.47

(INED

d) Re (avg 37.07) less faithful than Ra (33.78) SMirerre b
ST-Re-Rand 41.59
e) MT (35.2) and ST (35.66) are similar ST-Re-Edit 44.04
MT-Ra-Rand 32.97
q MT-Ra-Edit 39.36
2) Input Reconstruction Test Model % Unfaith ST-Ra-Rand 35.42
ST-Ra-Edit 40.10

a) lower rates for e-SNLI than ComVE e-SNLI MT-Re 7.7 ComVE
ST-Re 9.7 MT-Re-Rand  29.70
b) no consistent ranking of the 4 types ls\giga gg Sree 050
) ComVe MT-Re 36.9 ST-Re-Edit 36.40
c) Ra (21.48) less faithful than Re (19.25) STRe 207 MT-Ra-Rand 25.50
MT-Ra 40.3 g/IT-Ra-Edi(ti 35.68

: y T-Ra-Ran, N

d) MT (23.18) less faithful than ST (17.55) ST-Ra 28.5 ST-Ra.Edit 38.00

Reconstruction Results Counterfactual Results



C'onrictenc_y: L¢c the model consictent in ifc explanations across

inctances?
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Q: How do we trust people?
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Q: How do we trust people?

sub-Q: Would we trust an inconsistent person? Probably not!

Q’: Why are you
stopping? There is
no one crossing.

Q: Why are
you stopping?

A: | stopped
because there
is a person
crossing.

A’ | stopped
because there is
no one crossing.
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Q: How do we trust pegple?

Al
Al

sub-Q: Would we trust an inconsistent pey§on? Probably not!

Q: Why are
you stopping?

A: | stopped
because there
is a person
crossing.

Q’: Why are you
stopping? There is
no one crossing.

A’ | stopped
because there is
no one crossing.
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Definition: A pair of instances for which a model generates two logically contradictory explanations forms an

inconsistency.
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Examples of inconsistencies

Self-Driving Cars Question Answering
Seagulls - The Intelligent and
Hungry Beast of the Coast Just a Seagull? Nope
Q: Why are Q': Why are you Q: Is this Q: Is this
ou stopping? stopping? There is article about article about
! Ehhg no one crossing. birds? birds?
A: | stopped Al
: | stopped
Pecause fhers because there is
::sr:s;:?':;on no one crossing.

A: Yes, because

A’: No, because
seagulls are

seagulls are
birds. not birds.
Visual Question Answering
Recommender Systems
Q1: Is there Q2: Is there BB
an animal in a Husky in
the image? the image?

Q: Is this movie a good
recommendation for
user X?

Q: Is this movie a good
recommendation for
[the same] user X?

A1: Yes, 22: No, becatuse
because dogs i A ogs are no

i animals.
are animals. ¢

A: Yes, because

A’ No, because
it is a fantasy.

it is a fantasy.
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A model providing inconsistent explanations has at least one of the two undesired behaviours:

a) atleast one of the explanations is not faithfully describing the decision-making process of the model,

b) the model relied on a faulty decision-making process for at least one of the instances.
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A model providing inconsistent explanations has at least one of the two undesired behaviours:

a) atleast one of the explanations is not faithfully describing the decision-making process of the model,

b) the model relied on a faulty decision-making process for at least one of the instances.

Q: Is there an Q" Is there a If both explanations in A and A’ are faithful to the
animal in the Husky in the decision-making process of the model, then for the
=gt image? second instance (A’) the model relied on the faulty

decision-making process that dogs are not animals.

If the model did not rely on faulty decision-making
processes for either of the two instances, then the
second NLE is unfaithful.

A’: No, because
dogs are not
animals.

A: Yes,
because dogs
are animals.

It could happen both a) and b).
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Setup: Model m provides a prediction and an NLE, e_(x), for its prediction on the instance x.

Find an instance X’ such that e¢_(x) and e_(X’) are inconsistent.
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Inconsistencies could be dependent on the context

Q: Is there %

) Q’: Is there
an animal a Husky in Q: Is there Q’: Is there a
in the the image? an animal in Husky in the
image? the image? image?

A’: No, there is
no dog in the
image.

A: Yes, there
is adog in
the image.

A: Yes, there
is adogin
the image.

A’: No, there is no
dog in the image.

Inconsistent NOT Inconsistent
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Setup: Model m provides a prediction and an NLE, e_(x), for its prediction on the instance x.

Find the variable part of an input X’ such that e_(x) and e_(X’) are inconsistent.
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Adversarial method
(A)  For an instance x and the explanation e_(x), create a list of statements that are inconsistent with e_(x).

(B)  For an inconsistent statement i_ created at step (A), find the variable part X’ of an input x’ such thate (x’) =1 .

i v X, Search for X’ that leads the
i Q: Is there an . ' / model to generate i .
X ! animal in the © X
S . o
| image image?

Husky in the | -

A': ..., because
dogs are not
animals.

A: Yes,
because dogs
are animals.
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Adversarial method

(A)  For an instance x and the explanation e_(x), create a list of statements that are inconsistent with e_(x).

Logical rules:

~ .
Q: Is there an negation

X i animal in the e swap NLEs of mutually
S =gt exclusive labels via
i templates
IR SeeSemsmese s (A) Statements inconsistent with the
A Yes, explanation “dogs are animals™:
. because dogs
e, (x): are animals. (@ )

Dogs are not animals.
Not all dogs are animals.
A dog is not an animal.
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Adversarial method

(B)  For an inconsistent statement i_created at step (A), find the variable part of an input X’ such thate_(x)) =1

Train RevExpl to go from e_(x) and context to the variable part of the original input.

Is there an
animal in the

image? —__|

Dogs are
animals.

____________________________________________________________________________________________

Yes, because
dogs are
animals.

Is there an
animal in the
image?

e RevExpl (Xc, em(X)) = Xv

m(x) = (pred(x), e,,(x))
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Adversarial method

I Train RevExpl(x, e_(x)) = x_

II.  For each explanation e = e_(x):
m
a)  Create a list of statements that are inconsistent with e, call it T_
® delete negation, swapping explanations for mutually exclusive labels via templates
b)  For each ¢’ in I , query RevExpl to get the variable part of a reverse input: X’ = RevExpl(x, €)
¢)  Query m on the reverse input X’ = (x, x °) and get the reverse explanation e_(x)
d) Checkif e (X)) is inconsistent with e ()
m m

® by checkingif e (x))isin]
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Adversarial method
I Train RevExpl(x, e_(x)) = x_
 Lots of room for

improvement at every

Sstep

II.  For each explanation e = e_(x):
m
a)  Create a list of statements that are inconsistent with e, call it T_
® delete negation, swapping explanations for mutually exclusive labels via templates
b)  For each ¢’ in I , query RevExpl to get the variable part of a reverse input: X’ = RevExpl(x, €)
¢)  Query m on the reverse input X’ = (x, x °) and get the reverse explanation e_(x)
d) Checkif e (X)) is inconsistent with e ()
m m

® by checkingif e (x))isin]



Make Up Your Mind! Adversarial Generation of Inconsistent Natural Language Explanations

@ACIL’20  O. Camburu, B. Shillingford, P. Minetvini, T. Lukasiewicz, P. Blunsom.

Atypical Adversarial Setup

1) No predefined adversarial targets (label attacks do not have this issue).

2)  The model has to generate a full target sequence: the goal is to generate the exact statement that was identified as

inconsistent with the original explanation.

3) Adversarial inputs do not have to be a paraphrase or a small perturbation of the original input (can happen as a

byproduct). Previous works focus on adversaries being paraphrases or a minor deviation from the original input
(Belinkov and Bisk, 2018).
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Experiments: e-SNLI

x = (premise, hypothesis). We revert only the hypothesis.

X X
c v

To create the list of inconsistent explanations for any generated explanation, we use:
€

®  negation: if the explanation contains “not” or “n’t” we delete it

®  swapping explanations (the 3 labels are mutually exclusive) by identifying templates of NLEs for each label:

Entailment Neutral Contradiction
o Xisatypeof Y e notallXareY ® cannot be X and Y at the same time
e X implies Y ® notevery XisY e XisnotY
e XisthesameasyY ®  just because X does not mean Y o X s the opposite of Y
®  Xisarephrasing of Y e X is not necessarily Y o itiseither XorY
e X is synonymous with Y ® X does not imply Y

If e_(x) does not contain a negation or does not fit in any template, we discard it (2.6% of e-SNLI test set were discarded).
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Entailment
o Xisatypeof Y
e XimpliesY
® XisthesameasY
e  Xisarephrasing of Y
e  Xis synonymous with Y

Neutral Contradiction
e notallXareY ® cannot be X and Y at the same time
® notevery XisY e XisnotY
®  just because X does not mean Y e X is the opposite of Y
e X is not necessarily Y o itiseither XorY
e X does notimply Y

If e _(x) corresponds to a template from a label, then create the list of inconsistent statements I by replacing the associated X and Y in the
templates of the other two labels.

Example: e_(x) = “Dog is a type of animal.” matches the entailment template “X is a type of Y with X = “dog” and Y = “animal”.
Replace X and Y in all the neutral and contradiction templates, we obtain the list of inconsistencies:

Neutral

not all dog are animal

not every dog is animal

just because dog does not mean animal
dog is not necessarily animal

dog does not imply animal

Contradiction

cannot be dog and animal at the same time
dog is not animal

dog is the opposite of animal

it is either dog or animal
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Results

e  Attacked Expl-Pred-Att (64.27%
correct NLEs)

® Success rate for finding
inconsistencies 4.51% (443 distinct
pairs) on the e-SNLI test set

PREMISE: A guy in a red jacket is snowboarding in midair.

ORIGINAL HYPOTHESIS: A guy is outside in the snow.
PREDICTED LABEL: entailment
ORIGINAL EXPLANATION: Snowboarding is done outside.

REVERSE HYPOTHESIS: The guy is outside.
PREDICTED LABEL: contradiction
REVERSE EXPLANATION: Snowboarding is not done outside.

PREMISE: A man talks to two guards as he holds a drink.

ORIGINAL HYPOTHESIS: The prisoner is talking to two guards in
the prison cafeteria.

PREDICTED LABEL: neutral

ORIGINAL EXPLANATION: The man is not necessarily a
prisoner.

REVERSE HYPOTHESIS: A prisoner talks to two guards.
PREDICTED LABEL: entailment
REVERSE EXPLANATION: A man is a prisoner.

PREMISE: Two women and a man are sitting down eating and drinking various items.

ORIGINAL HYPOTHESIS: Three women are shopping at the mall.
PREDICTED LABEL: contradiction

ORIGINAL EXPLANATION: There are either two women and
a man or three women.

REVERSE HYPOTHESIS: Three women are sitting down eating.
PREDICTED LABEL: neutral

REVERSE EXPLANATION: Two women and a man are three
women.

PREMISE: Biker riding through the forest.

ORIGINAL HYPOTHESIS: Man riding motorcycle on highway.
PREDICTED LABEL: contradiction
ORIGINAL EXPLANATION: Biker and man are different.

REVERSE HYPOTHESIS: A man rides his bike through the forest.
PREDICTED LABEL: entailment
REVERSE EXPLANATION: A biker is a man.

PREMISE: A hockey player in helmet.

ORIGINAL HYPOTHESIS: They are playing hockey
PREDICTED LABEL: entailment

ORIGINAL EXPLANATION: A hockey player in helmet is
playing hockey.

REVERSE HYPOTHESIS: A man is playing hockey.

PREDICTED LABEL: neutral

REVERSE EXPLANATION: A hockey player in helmet doesn’t
imply playing hockey.

PREMISE: A blond woman speaks with a group of young dark-haired female students carrying pieces of paper.

ORIGINAL HYPOTHESIS: A blond speaks with a group of young
dark-haired woman students carrying pieces of paper.
PREDICTED LABEL: entailment

ORIGINAL EXPLANATION: A woman is a female.

REVERSE HYPOTHESIS: The students are all female.
PREDICTED LABEL: neutral

REVERSE EXPLANATION: The woman is not necessarily
female.

PREMISE: The sun breaks through the trees as a child rides a swing.

ORIGINAL HYPOTHESIS: A child rides a swing in the daytime.
PREDICTED LABEL: entailment
ORIGINAL EXPLANATION: The sun is in the daytime.

REVERSE HYPOTHESIS: The sun is in the daytime.
PREDICTED LABEL: neutral

REVERSE EXPLANATION: The sun is not necessarily in the
daytime.

PREMISE: A family walking with a soldier.

ORIGINAL HYPOTHESIS: A group of people strolling.
PREDICTED LABEL: entailment
ORIGINAL EXPLANATION: A family is a group of people.

REVERSE HYPOTHESIS: A group of people walking down a street.
PREDICTED LABEL: contradiction
REVERSE EXPLANATION: A family is not a group of people.




Make Up Your Mind! Adversarial Generation of Inconsistent Natural Language Explanations

@ACIL’20  O. Camburu, B. Shillingford, P. Minetvini, T. Lukasiewicz, P. Blunsom.

Manual scanning had no success and even point out to robust NLEs

e first 50 instances of test

®  cxplanations including woman, prisoner, snowboarding

® manually created adversarial inputs (Carmona et al.,
2018)

V. Carmona et al., Behavior Analysis of NLI Models: Uncovering the Influence of Three Factors on Robustness, NAACL, 2018.

P: A bird is above watet.
H: A swan is above watet.
E: Not all birds are a swan.

P: A small child watches the
outside world through a
window.

H: A small toddler watches the
outside world through a
window.

E: Not every child is a toddler.

P: A swan is above water.
H: A bird is above watet.
E: A swan is a bird.

P: A small toddler watches the
outside world through a
window.

H: A small child watches the
outside world through a

window.
E: A toddler is a small child.




KINOW How to Make Up Your Mind! Adversarially Detecting and Alleviating Inconsistencies in NLEs

@ACL23 M. Jang, B. Majumder, J. McAuley, T. Lukasiewicz, O. Camburu.

Disadvantages of the previous inconsistency attack (elA):
® uses templates specific to the dataset: may not generalize, time-consuming for humans
® generates a large amount of templates: time-consuming to run the attack
® misses certain types of inconsistencies, e.g., that use antonyms, unrelated words

eKnowlIA: Knowledge-grounded Inconsistency Attack for Explanations
® 1o dataset-specific templates
e runs much faster than elA
® obtains a higher success rate

Know-model defence: simple, off-the-shelf, alleviates inconsistencies via knowledge-grounding



KINOW How to Make Up Your Mind! Adversarially Detecting and Alleviating Inconsistencies in NLEs

@ACL23 M. Jang, B. Majumder, J. McAuley, T. Lukasiewicz, O. Camburu.

eKnowlIA uses the same high-level approach as elA except for step 11.a)

I Train RevExpl(x, e_(x)) = x_
II.  For each explanation ¢ = ¢_(x):
a)  Create a list of statements that are inconsistent with ¢, call it I_
e elA: delete negation, swapping explanations for mutually exclusive labels via templates
® eKnowlIA: delete/add negation, knowledge-bases for finding antonyms and unrelated words
b)  For each €’ in 1 , query RevExpl to get the variable part of a reverse input: X’ = RevExpl(x, €)
¢)  Query m on the reverse input X’ = (x, x ) and get the reverse explanation e_(x’)
d)  Checkif e_(x) is inconsistent with e_(x)

® by checkingif e (X)isinl



KINOW How to Make Up Your Mind! Adversarially Detecting and Alleviating Inconsistencies in NLEs

@ACL23 M. Jang, B. Majumder, J. McAuley, T. Lukasiewicz, O. Camburu.

eKnowlIA uses the same high-level approach as elA except for step 11.a)

I Train RevExpl(x, e_(x)) = x_
- Lots of room for

II.  For each explanation e = e_(x): )
m wmprovement at every

a)  Create a list of statements that are inconsistent with ¢, call it I_ step
e elA: delete negation, swapping explanations for mutually exclusive labels via templates
® eKnowlIA: delete/add negation, knowledge-bases for finding antonyms and unrelated words
b)  For each €’ in 1 , query RevExpl to get the variable part of a reverse input: X’ = RevExpl(x, €)
¢)  Query m on the reverse input X’ = (x, x ) and get the reverse explanation e_(x’)
d)  Checkif e_(x) is inconsistent with e_(x)

® by checkingif e (X)isinl



KINOW How to Make Up Your Mind! Adversarially Detecting and Alleviating Inconsistencies in NLEs

@ACL23 M. Jang, B. Majumder, J. McAuley, T. Lukasiewicz, O. Camburu.

The Know- Defence

Find all entities in the input.

Find all knowledge triplets that contain each entity.

For each entity, rank the triplets according to the algorithm in (Xu et al., 2021).
For each entity, extract the triplet with the highest rank.

sl ol

Xu et al., Fusing Context Into Knowledge Graph for Commonsense Question Answering, Findings of ACL, 2021.



KINOW How to Make Up Your Mind! Adversarially Detecting and Alleviating Inconsistencies in NLEs

@ACL23 M. Jang, B. Majumder, J. McAuley, T. Lukasiewicz, O. Camburu.

Experiments

e-SNLI

CoS-E

Candidate Explanation Generated . Explanation
Instance Generators explanations | Processor
pramise Entailment explanation |
Adog s an animal - [— Adogisananimal  bredicted
Awhie dog with long : Explanation
hair jumps 0 catch & Contradiction explanation H
red end green oy. G A Gog cannot be jumping o catch L
G  toy and object simutaneously. | s
Hypathesis Noutraloxpanation i lentil
An animal i jumping to The object may notbeatoy.  —+|
R ] e loniadet GIoR,
- Ineutral

Step I: Generate Label-specific | Step Il: Process explanations
candidate explanations to infer the task label

Figure 1: Overview of NILE: A Premise and Hypothesis pair is input to label-specific Candidate Explanation

Generators G which generate natural language the

label. The generated

explanations are then fed to the Explanation Processor S, which generates label scores using the evidence present
in these explanations (see Figure 3 for the architectures used in this work). In addition to the explanations, NILE
also utilizes the premise and hypothesis pair (See Section 4.4.2 for a discussion on the challenges in building such

a system). Please see Section 4 for details.

(Kumar and Talukdar, 2020)

movie with my husband, and we both

"explain sentiment: I went to see this
thought the acting was terrible!"

"negative explanation:
the acting was terrible."

"sentiment: Despite what others say,
I thought this movie was funny."

lost last night. hypothesis: The
Saint Louis Cardinals always win."

lose if you always w:

[ "explain nli premise: Cardinals

Figure 2: Diagram of our method for training a text-to-text model to explain its predictions. We train the
model to generate an explanation when the text “explain” is prepended to the input. The model can still be
trained for classification (without an explanation) simply by omitting the “explain” keyword. This approach
is readily applicable to sentiment analysis, natural language inference (NLI), and other text tasks.

(Narang et al., 2020)
(a) One time-step of training a CAGE language model to gen- (b) A trained CAGE language model is used to generate ex-
erate explanations from CoS-E. It is conditioned on the ques- planations for a do [ T ing model
tion tokens Q concatenated with the answer choice tokens (CSRM), which itself predicts one of the answer choices.
A1, Az, As and previously generated tokens E1, ..., E;_1. It
is trained to generate token E;.
Figure 1: An overview of CAGE trained on CoS-E and CQA. Kumar and Talukdar, NILE : Natural Language Inference with Faithful Natural Language Explanations, ACL, 2020.

(Rajani et al., 2019)

Rajani et al., Explain Yourself! Leveraging Language Models for Commonsense Reasoning, ACL, 2019.
Narang et al., WT5?! Training Text-to-Text Models to Explain their Predictions, arxiv, 2020.
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@ACL23 M. Jang, B. Majumder, J. McAuley, T. Lukasiewicz, O. Camburu.

Results

Dataset  Method Time S M
-SNLI elA 10days  2.19 384/24M
eKnowlA 40min 12.88 1,494/88K

Cos-E elA 2.5days 0.32 5/5M
eKnowlIA 5 min 0.95 13/11K

Table 2: Comparison between elA and eKnowlIA on
WT5-base. The best results are in bold; S, is given
in %; H, values are in fractions to emphasise the high
denominators of the elA.
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Results

Model e-SNLI Cos-E
Acc. Sy He e-ViL Acc. S He e-VilL

90.7 | 3.13 2.27 0.80 - - - -

KnowNILE 90.9 | 2421 | 1.997f 0.82 - - - -
- - - - 614 042 0.06 0.43
KnowCAGE - - - - 62.6 | 0.111 | 0.017f 0.44
WT5-base 90.6 | 12.88 | 1.70 0.76 65.1| 0.95 0.12 0.55
KnowWT5-base 909 | 1145 | 1.19f 0.80f 65.5| 0.841 | 0.09t 0.56

Table 1: Results of our eKnowlA attack and our method for mitigating IN-NLEs. The best results for each pair of

(model, Know-model) are in bold; S, and H, are given in %; t indicates that Know-models showed statistically
significant difference with p-value < 0.05 (7) using the t-test.
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Results

Model e-SNLI Cos-E
Acc. Sy He e-ViL Acc. S He e-VilL
NILE 90.7 3.13 2.27 0.80 - - - -
KnowNILE 90.9 2421 1.99f 0.82 - P - =
CAGE - - - - 614 (04 0.06 «i.43>
KnowCAGE 626 0 0011 044

WTS5-base 90.6 1288 1.70 0.76  65.1 95 0.12 (O.SE,
KnowWT5-base 909 1145 1.1971 0.80f 65.5 0.84f 0.09t 0.56

Table 1: Results of our eKnowlA attack and our method for mitigating IN-NLEs. The best results for each pair of

(model, Know-model) are in bold; S, and H, are given in %; t indicates that Know-models showed statistically
significant difference with p-value < 0.05 (7) using the t-test.

ARV

~ | = Better NLE correctness does not guarantee fewer inconsistencies.

B
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Results

PREMISE: A man is riding his dirt bike through the air in the desert.

HYPOTHESIS: A man is on a motorbike
PREDICTED LABEL: entailment
EXPLANATION: A dirt bike is a motorbike.

HyYPOTHESIS: The man is riding a motorbike.
PREDICTED LABEL: contradiction
EXPLANATION: A dirt bike is not a motorbike.

QUESTION: What is a person wi
CHOICES: talented, affluent, reproduce
PREDICTED LABEL: talented
EXPLANATION: a person who is good at sports is consid-
ered talented.

ho is good at sports considered?

CHOICES: talented, untalented, good at

PREDICTED LABEL: untalented

EXPLANATION: a person who is good at sports is consid-
ered untalented

Table 3: Examples of inconsistent NLEs detected by eKnowIA for WTS5 on e-SNLI and NILE on Cos-E. The first
column shows the original variable part, and the second column shows the adversarial one.

PREMISE: A man is riding his dirt bike through the air in the desert.

HYPOTHESIS: A man is on a motorbike

PREDICTED LABEL: entailment

EXTRACTED KNOWLEDGE: {dirt bike, IsA, motorcycle},
{desert, MannerOf, leave}, {air, HasA, oxygen}
EXPLANATION: A dirt bike is a motorbike.

HYPOTHESIS: The man is riding a motorbike.
PREDICTED LABEL: entailment

EXTRACTED KNOWLEDGE: {dirt bike, IsA, motorcycle},
{desert, MannerOf, leave}, {air, HasA, oxygen}
EXPLANATION: A dirt bike is a motorbike.

QUESTION: What is a person wi

ho is good at sports considered?

CHOICES: talented, untalented, good at

CHOICES: talented, affluent, reproduce

PREDICTED LABEL: talented

EXTRACTED KNOWLEDGE: {talent, RelatedTo, sports}
EXPLANATION: a person who is good at sports is consid-
ered talented.

CHOICES: talented, untalented, good at

PREDICTED LABEL: talented

EXTRACTED KNOWLEDGE: {talent, RelatedTo, sports}
EXPLANATION: a person who is good at sports is consid-
ered talented.

Table 4: Examples of successfully defended instances by KnowWTS5 on e-SNLI and KnowNILE on Cos-E. This
table should be read together with Table 3 to appreciate the defence.



A medical application



Explaining Chest X-ray Pathologies in Natural Language

@MICCAT’22 M. Kayser, C. Emde, B. Papiez, O. Camburu, G. Parsons, T. Lukasiewicz.

H:_:_ MIMIC-NLE: the first dataset of NLEs for a medical task (~45k instances)
Extract diagnoses and NLEs for the diagnoses from the radiology reports in MIMIC-CXR (Johnson et al., 2019)

LABELS: Atelectasis (Positive)

Clinical
Natural Language Explanations for Atelectasis: Evaluation:
Ground-Truth: Opacification at the right base again is consistent with collapse of 5
the right middle and lower lobes.
IET: There is a new opacity at the right lung base which may represent 4
atelectasis.
BBE: Bibasilar opacities likely represent atelectasis. 1

- TieNet: Retrocardiac opacity likely reflects atelectasis. 1

Johnson et al., MIMIC-CXR-JPG, a large publicly available database of labeled chest radiographs, 2019.



Explaining Chest X-ray Pathologies in Natural Language

@MICCAT’22 M. Kayser, C. Emde, B. Papiez, O. Camburu, G. Parsons, T. Lukasiewicz.

& _/ =
& =
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M_  MIMIC-NLE: the first dataset of NLEs for a medical task (~45k instances)

Extract diagnoses and NLEs for the diagnoses from the radiology reports in MIMIC-CXR (Johnson et al., 2019)

LABELS: Atelectasis (Positive)

Clinical
Natural Language Explanations for Atelectasis: Evalustion:
Ground-Truth: Opacification at the right base again is consistent with collapse of 5
ight middle and lower lobes.
R/ T: There is a new opacity at the right lung base which may represent 4
atelectasis.
BBE: Bibasilar opacities likely represent atelectasis. 1
- TieNet: Retrocardiac opacity likely reflects atelectasis. 1

dataset and
models very
soon!

Johnson et al., MIMIC-CXR-JPG, a large publicly available database of labeled chest radiographs, 2019.
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Open Questions

Current benchmarks do not yet include explainability, even if it is a desiderata.

kl—éELM

36 models

AI21 Labs / J1-Jumbo v1 (1788)
AI21 Labs / J1-Large v1 (7.5B)

AI21 Labs / J1-Grande v1 (178)

AI21 Labs / J1-Grande v2 beta (178)

Anthropic / Anthropic-LM v-53 (528)
BigScience / BLOOM (1768)

BigScience / TOpp (118)

BigCode / SantaCoder (118)

Cohere / Cohere xlarge v20220600 (52.48)
Cohere / Cohere large v20220720 (13.18)
Cohere / Cohere medium 20220720 (6.18)
Cohere / Cohere small v20220720 (410M)
Cohere / Cohere xlarge v2022108 (52.48)
Cohere / Cohere medium v20221108 (6.18)

EleutherAl / GPT-J (68)
EleutherAl / GPT-NeoX (208)
Google /5 (118)

Google / UL2 (208)

Google / Flan-T5 (118)

Meta / OPT (1758)
Meta / OPT (668)

42 scenarios 57 metrics
Question answering Accuracy
« MM « none
* BoolQ * Quas @ct match
* NarrativeQa oFl
* NaturalQues 's (closed-book) * Exact match
« NaturalQuestions (open-book) « RRO10
- quac « NDCG@10
* HellaSwag * ROUGE-2
 OpenbookQA * Bits/byte
« TruthtuiQA « Exact match (up to specified indicator)

« Absolute difference

Information retrieval « F1 (set match)

* MS MARCO (regular)

« Equivalent
* MS MARCO (TREC) * Equivalent (chain of thought)
‘Summariz + posset
« crnDsiyMai Calbration
- xsum « Maxprob

« 1-bin expected calibration error
* 10-bin expected calibration error

* Selective coverage-accuracy area

« Accuracy at 10% coverage

« 1-bin expected calibration error (after Platt ¢
« 10-bin Expected Calibration Error (after Plat
« Platt Scaling Coefficient

« Platt Scaling Intercept

‘Sentiment analysis
« IMDB

Toxicity detection
« CivilComments

Text classification

Aspirational scenarios Robustness.

* Quasi-exact match (perturbation: typos)

« F1 (perturbation: typos)

* Exact match (perturbation: typos)

* RR@10 (perturbation: typos)

 NDCG@10 (perturbation: typos)

* Quasi-exact match (perturbation: synonyms
* F1 (perturbation: synonyms)

« Fart mateh (narhirhation: eunanumel

Venue Desiderata

'ACL, EMNLP, NAACL, LREC

— T . ) i

sample. eﬂiclznry, toscty, g dﬁnrncy

SIGIR ity, interacti
NeurlPS, ICML, ICLR, i bustn i training effciency
....um.my/ul.h..nm user experenceinterction
AAAI tional intelligence, explainabilty, f
memory o bust ty, theoretical guaranees, transparency
COLT, AL AISTATS accuracy, causality, 4 effciency
The Web C . ICWSM bilty i bias, credil f legali reliability
obustness,security. user i
FAccT f legality, ht, ty
Innsparency user experience/interaction
WsDM fain
privacy, rbustaess, iy, ransparency, rustworthies, s experiencnteracton
KDD
robustness, training zﬁcwncy
Union bility, bias, causality, creativity, credibilit tional intelli
: " . " | e
o > i e e ok
relability, robustness, ity,theoretical guarantees, toxicity,
proving. o = oA
Table 2. ion of desid To the space of desid we first compile a list of venues

from https://aideadlin.es/. For each venue, we

desid. that are well-studied in that

Category Desiderata
Requires knowledge of how model was created causality, o, linguis ibil efficiency, participatory design, privacy
efficiency, training eficiency, theoretical guarantees
Requires the model have specific structure credibility/provenance, explainability
I'(eq\nks more than blackbox access interpretability
der intainability, reliability, securi
Requnu knowledge ot e st ot contest lity, ty,creat lity, oversight
trustworthiness, user experi
Satisfies our conditions (i.e. none of the above) bias, fa
Table 3. T: y of desid To the space of desid each desid

based on the requirements needed to properly measure it.

Liang et al., 2022

Holistic Evaluation of Language Models

Percy Liang! Rishi Bommasani' Tony Lee'!
Dimitris Tsipras* Dilara Soylu* Michihiro Yasunaga* Yian Zhang* Deepak Narayanan* Yuhuai Wu*?

Ananya Kumar Benjamin Newman Binhang Yuan Bobby Yan Ce Zhang
Christian Cosgrove Ch D. Manning  Chri Ré Diana A N:
Drew A. Hudson Eric Zelikman Esin Durmus Faisal Ladhak Frieda Rong Hongyu Ren
Huaxiu Yao Jue Wang Keshav Santhanam Laurel Orr  Lucia Zheng  Mert Yuksekgonul
) Mirac Suzgun Nathan Kim Neel Guha Niladri Chatterji Omar Khattab Peter Henderson
I Qian Huang Ryan Chi Sang Michael Xie ~Shibani Santurkar ~Surya Ganguli
) Tatsunori Hashimoto ThomasIcard Tianyi Zhang Vishrav Chaudhary William Wang
| XuechenLi Yifan Mai Yuhui Zhang Yuta Koreeda

Center for Research on Foundation Models (CREM)
Stanford Institute for Human-Centered Artificial Intelligence (HAI)
Stanford University

Language models (LMs) are becoming the foundation for almost all major language technologies,
but their capabilities, limitations, and risks are not well understood. We present Holistic Evaluation
| of Language Models (HELM) to improve the transparency of language models. First, we taxonomize
the vast space of potential scenarios (i.e. use cases) and metrics (i.c. desiderata) that are of interest
for LMs. Then we select a broad subset based on coverage and feasibility, noting what's missing or

(e.g. question for neglected English dialects, metrics for trustworthiness).
Second, we adopt a multi-meiric approach: We measure 7 meiries (accuracy, calibration, robusiess,
fairness, bias, toxicity, and efficiency) for each of 16 core scenarios to the extent possible (87.5% of
the time), ensuring that metrics beyond accuracy don’t fall to the wayside, and that trade-offs across
models and metrics are clearly exposed. We also perform 7 targeted evaluations, based on 26 targeted
scenarins tn more deenly analvze snecific asnects (o v k

L=l

reasoning

Liang et al., Holistic Evaluation of Language Models. 2022
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Open Questions

e XAI (e.g., NLEs) to be part of benchmarks (e.g., HELM)
® Metrics for NLEs: faithfulness, correctness, consistencyj, ...
e Enhance faithfulness, correctness, consistencyj, ...

® Usefulness (user studies)

e Enhancing other aspects: robustness, performance
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Vicual-Textual Underctanding



e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

SNLI .
Flickr30k

Premise:
A man and woman getting married.

Hypothesis:
A man and a woman inside a church. (Xie et al., 2019)

Label:

Caption:
A man and woman getting married.

Xie. et al., A novel task for fine-grained image understanding, 2019



e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

SNLI-VE (Xic et al, 2019)

Premise: Premise: Premise:

Hypothesis: Hypothesis:

Two women are holding food in A man is driving down a lonely Hypothesis:

their hands. road. A man is repainting a garage
Label: Label: Label:

Xie. et al., A novel task for fine-grained image understanding, 2019



e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

e-SNLI-VE = SNLI-VE + e-SNLI + Corrections — large dataset (400k, 14k, 14k)

Premise:

Hypothesis:
Two women are holding food in
their hands.

Label:

Explanation: Holding to go
packages implies that there is
food in it.

Premise: ;

Hypothes: |
A man is driving down a lonely
road.

Label:

Explanation: A road can’t be
lonely if there is a crowd of
people.

Premise:

Hypothesi:
A man is repainting a garage

Label:

Explanation: The man is just
staying in front of the garage
with no signs of repairing being
done.




e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

Other Datasets with NLEs
VCR (Zellers et al., 2019)

(~240k instances)

Why is [person4a] pointing at [ person1 ﬂ]?
a) He is telling that [person1 ] ordered the pancakes.

b) He just told a joke. &
c) He is feeling accusatory towards [person1 ].
d) Heis giving [person1i ] directions.

a) [persont 1 has the pancakes in front of him.

er } B8 1 is looking at the pancakes and both she and
[person2 [] are smiling slightly.

d) is delivering food to the table, and she might not
know whose order is whose.

/ ch,
bep. OSe
ecéllss. ) )

Park et al., Multimodal explanations: Justifying decisions and pointing to the evidence. In CVPR, 2018.
Zellers et al., From recognition to cognition: Visual commonsense reasoning. In CVPR, 2019.

b) [person4 - 1 is taking everyone’s order and asked for clarification.

VQA-X (park et al., 2018)

(~33k instances)

Q: What is the person doing?
A: Snowboarding.
Because... they are on a

snowboard in snowboarding outfit.



e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

<" How do we evaluate NLEs?

x Lack of unified evaluation framework

® Different automatic metrics
® Different human evaluation
B correct/incorrect
m  scale (1 to5)

B better/same/worse than ground-truth



e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

f e-ViL: NLEs’ Correctness Metric

A human evaluation framework for NLEs

©  One model at a time to avoid potential anchoring effects among models
o  For every generated NLE, ground-truth is also evaluated for uniform
anchoring and comparison
o Given the image and question, does the explanation justify the answer?
m  No / Weak No / Weak_Yes / Yes
u e-ViL score = #Yes + % #Weak_Yes + 5 #Weak No
o0 Collect potential shortcomings
m  incorrect description of the image
®m  insufficient justification
m  nonsensical

Image:

Question: What is the person doing?

What is the correct answer to the question?

Oivory

O snowboarding

Explanation #1: He leans his body forward to glide down the mountain.

a) Given the above image and question, does this explanation justify the answer to
the question?

O Yes

O Weak Yes

Eo

b) What are the shortcomings
of the explanation?

[ O Incorrect description of the image ]

O Insufficient justification
O Contusing sentence




e-ViL: A Dataset and Benchmark for Natural Language Explanations in Vision-Language Tasks

@ICCV’21 M. Kayser, O. Camburu, L. Salewski, C. Emde, V. Do, Z. Akata, T. Lukasiewicz,

y e-ViL: The Datasets
VCR (zeliers et al., 2019)

e-SNLI-VE

VQA-X (Park et al., 2018)

Premise:

== - &

Q: What is the person doing?

The man and woman are about to go A: Snowboarding.

on a honeymoon.

Why is [person4’] pointing at [person1 ]?

a) Heis telling [person3@]] that [person1 §) 1 ordered the pancakes.
b) He just told a joke.

©) Heis feeling accusatory towards [persont §Y1.

d) Heis giving [person1 Y] directions.

Because... they are on a
snowboard in snowboarding outfit.

a) [person1 B has the pancakes in front of him.

/Chog, b) [person4 ] is taking everyone’s order and asked for clarification.
] o) [persond &8] is looking at the pancakes and both she and L b I . N t I
“se... [person2 iffl] are smiling slightly. apeil: eutra

is delivering food to the table, and she might not
Kknow whose order is whose.

Explanation:
Not all couples go on a honeymoon
right after getting married.

|
|
|
|
|
|
|
|
|
|
Hypothesis: :
|
|
|
|
|
|
|
|
|
|
|

Park et al., Multimodal explanations: Justifying decisions and pointing to the evidence. In CVPR, 2018.
Zellers et al., From recognition to cognition: Visual commonsense reasoning. In CVPR, 2019.
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<’ e-ViL: The Models

Image + Question Vision Language Model Mr Explanation Generator Mg
l |
PJ-X | = ResNet-101 + MCB
VL Model My :
l i
!
[ Multi-modal feature vector ] Rp FME ;  ResNet-101 + UpDown

Task Answer a 1

i :

RVT !  Object tags + + GPT-2

\\\ Y ]

“al Explanation
2\

Generator Mg I

Predict-then-explain l + GPT-2
Explanation €
(a) High-level structure of VL models. (b) The components of the models that we evaluate.

Park et al., Multimodal explanations: Justifying decisions and pointing to the evidence. CVPR 2018.
Wu and Mooney, Faithful multimodal explanation for visual question answering. BlackboxNLP 2019.

Marasovi¢ et al., Natural language rationales with full-stack visual reasoning: From pixels to semantic frames to commonsense graphs. EMNLP Findings 2020.
Chen et al., UNITER: Universal image-text representation learning. ECCV 2020.
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NLE

Answer

| |

[ Contextualized embeddings of image and question ]

(Image Embedder ) UNITER Model

( Text Embedder )
Image Feature ( e —— :j;ﬁans’germ;éfi; = == Text Feature

- = é:,:%i- :ij;if-x—-;t = j[% = ? —-?_;—:-? :T
BN

: - i B N e R B ‘
man with his dog on a couch \)

|
M\\
I\
J \
_J

\. J

Chen et al., UNITER: Universal image-text representation learning. ECCV 2020.
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Results
NLE correctness: e-ViL score Task Performance
B God M PX B FME B RVT B eUG B PrXx B FVME B RVT BB eUG
90 100
84.5
80 76.2 L3
71.5
68.9
n T 65.1
63.2 618
59'658.559‘4 58.5
60
III 10 Ill
50 -
VQA-X e-SNLI-VE VCR VQA-X e-SNLI-VE VCR
Model Untrue to Lack of Non-sensical
Image Justification Sentence

PJ-X 25.0% 26.4% 8.9%

RVT 20.4% 24.2% 12.0%

FME 21.8% 23.1% 13.7%

e-UG 15.9% 25.0% 7.4%
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Hypothesis: The lady is the owner of the store. Human
Hypothesis: A dog is playing with a cat. Human Relation: Neutral o Evaluation:
Relation: Contradiction Evaluation: GT Explanation: We cannot tell from this picture if the
) . . . : lady is the owner of the store.
GT Explanation: A man running and a dog playing PJ-X: a woman looking at a microscope does not imply 0.56
with a cat are two very distinct activities. that she is looking for the store
PJ-X: a dog is not a cat 0.00 FME: a woman can be a man or a woman 0.17
FME: a dog is not a cat 017 RVT: Just because a lady is holding a book does not 0.67
3 s mean she is the owner of the store.
RVT: A cat s .not a dog. 0.00 e-UG: Just because a lady is working at a store does not 1
e-UG: A dog is not a football player. 0.56 #ieah she i thie GWASF

(a) e-SNLI-VE. (b) e-SNLI-VE.
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Results
Metric All VQA- e-SNLI- VCR
] ) datasets X VE

L@ Automatic metrics for correctness
BLEU-1 0.222 0.396 0.123 0.032
' BLEU-2 0:236 0.412 0.142 0.034
® Mostly weak correlations BLEU-3 0224 0383  0.39 0039
. BLEU-4 0.216 0.373 0.139 0.038
* Necommended metrics: SERTScore, METEOR 0288 0438  0.186  0.113
’ ROUGE-L 0.238 0.399 0.131 0.050
CIDEr 0.245 0.404 0.133 0.093
- Open Question: How to automatically evaluate SPICE 0.235 0.407 0.162 0.116
the correctness of NLEs? BERTScore 0.293 0.431 0.189 0.138
BLEURT 0.248 0.338 0.208 0.128

Table 6: Correlation between human evaluation and auto-
matic NLG metrics on NLEs. All values, except those in
italic, have p-values < 0.001.
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Results :
Image + Question
Image + Question !
! VL Model %
Can NLEs VL Model v
increase task i [Multi-modal feature vector]
performance? [Multi-modal feature vector] VS. PrJd ot Backprop
task
Predict as\\ |
EES \‘4 Explanation
module
A4
| Explanation |
VQA-X SNLI-VE VCR
Model M7 model My only Joint Mgonly Joint Mz onl
PJ-X  MCB [18] N.A. N.A. 69.7 69.2 38.5 39.0
FME UpDown (3] N.A. N.A. I7l.4 73.7| —

357 48.9

e-UG  UNITER [15] [80.0 wl 79.4 79.5

Table 4: Comparison of task scores Sp (e.g., accuracies) when the models are trained only on task ' vs. when trained jointly
on tasks 7" and E. Scores are underlined if their difference is greater than 0.5.
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Results :
Image + Question
Image + Question !
: Vi Model # - Open Question:
Can NLEs VL Model ] T
. . ow can we take
increase task i [Multl-modal feature vector]
. Vs. ! more advantage of
performance? [Multl-modal feature vector] e Backprop - ; .
| (el the rich signal in
e A the NLEs to
task ~4| Explanation A
module improve
v performance?
| Explanation |
VQA-X SNLI-VE VCR
Model M7 model My only Joint Mgonly Joint Mz onl

PJ-X  MCB [18] N.A. N.A. 69.7 69.2 38.5 39.0
FME  UpDown (3] N.A. N.A. |7 1.4 73.7| «—

357 48.9

e-UG  UNITER [15] [80.0 ml 79.4 79.5

Table 4: Comparison of task scores Sp (e.g., accuracies) when the models are trained only on task ' vs. when trained jointly
on tasks 7" and E. Scores are underlined if their difference is greater than 0.5.
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Goal: knowledge grounding for NLEs-generating models

Model Untrue to Lack of Non—sensiCal.I PREMISE: A guy in a red jacket is snowboarding in midair.
. . ORIGINAL HYPOTHESIS: A guy is outside in the snow. REVERSE HYPOTHESIS: The guy is outside.

Image Justification Sentence PREDICTED LABEL: entailment PREDICTED LABEL: contradiction
PJ-X 25.0% 26.4% 8.9% ORIGINAL EXPLANATION: Snowboarding is done outside. REVERSE EXPLANATION: Snowboarding is not done outside.
RVT 20.4% 24.2% 12.0%
FME 21.8% 23.1% 13.7% PREMISE: The sun breaks through the trees as a child rides a swing.
e-UG 15.9% _25.0%___ ORIGINAL HYPOTHESIS: A child rides a swing in the daytime. g:;’s:ff}ﬂgiii:}fs;;g;e s 18 i theday biime:

PREDICTED LABEL: entailment '

Table 5: Main shortcomings of the generated explanations, ORIGINAL EXPLANATION: The sun is in the daytime. 5:;?:: EXRLANATION: The suf.is not necetearily(in.the
by models and by datasets. Human judges could choose -
multiple shortcomings per explanation. The best model

results are in bold.

(Camburu et al., 2020)

(Kayser et al., 2021)
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RExC: Extractive Rationales, Natural Language Explanations, and Commonsense

Natural
Language
Inference
(e-SNLI)

(a)

premise

Two men are competing in
bicycle race

)

Two men are competing in a
bicycle race

hypothesis

(People are riding bikes )

(People are riding bikes |

- bicycle race requires bikes
N roco roquires rcing bikes|
- bicycle race needs helmets
B e ave poople

label:
entailment

Competingin a
bicycle race requires
men riding bikes

input

—»

(i) extractive rationales -p

Visual
Common
sense
Reasoning

(VCR)

(b)

Question: What is [person2] doing?

Bhe has a weapon to protect

i Answer:
- he guards the place H? e weaporn [persxﬂ] is
i his hand to protect §
- he is vigilant hist niastor guarding
- he makes the place safe [person3]

input

-»>

(i) extractive rationales -p
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RExC: Extractive Rationales, Natural Language Explanations, and Commonsense

Natural
Language
Inference
(e-SNLI)

(a)

premise

Two men are competing in a Two men are competing in a - bicycle race requires bikes S
bicycle race ] bicycle race gl race requires riding bikes bi Colmpetlng 8 label:
hypothesis - bicycle race needs helmets MYORQ IROD TORHTO0 entailment
— : — - 2 men riding bikes
(I"eople are riding bikes ) [I;eople are riding bikes ]
input =» (i) extractive rationales -p (i, iii) background knowledge =% (iv) NLE =P (v) Task Prediction

Visual
Common
sense
Reasoning

(VCR)

(b)

\ |
Suestion: What is [person2] doing?

Bhe has a weapon to protect

- he guards the place
- he is vigilant
- he makes the place safe

his hand to protect
his master

He has a weapon in

[person2] is

Answer:

guarding
[person3]

(ivi NLE -P (v) Task Prediction

input -» (i) extractive rationales - (ii, iii) background knowledge -»
Input  Selectors zl.’ Snippets §; Selectors Z,-k Input NLE Input Output
v 4 4 4 4 4
final
< Extractive o select i
. Natural hidden
Neural g Rationales | Knowledge |« g Si Language | S‘®'® | Predictor
Rationale | 2 select Module |2¥ X byzX  —»| Explai
Extractor | 5 ; £ ? DIney P
=] emb,(input,) H b Selected €
R ac by Zir > as) Knowledge
Shnippets
(i) Rationale (ii) Knowledge (iii) Knowledge (iv) NLE (v) Task
Extraction Grounding Selection Generation Prediction

For HardKuma: J. Bastings et al., Interpretable Neural Predictions with Differentiable Binary Variables, ACL 2019.
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Natural premise
Language | | | Two men are competing in a Two men are competing in a - bicycle race requires bikes e
Inference || |bicycle race peing ] bicycle race pestd ] B race requires riding bikes _ Competingin a label:
(e-SNLI) hypothesis - bicycle race needs helmets bicycle !af:e "’_q“"” entailment
== - 2 men riding bikes
(a) (I;eople are riding bikes ] E’eople are riding bikes )
input =» (i) extractive rationales -p (i, iii) background knowledge =% (iv) NLE =P (v) Task Prediction
Visual
Common = - o
sense - : A
Reasoning - he guards the place ':st:;sn: ‘t':)e;?;:;: [ pe;\:x‘ezr lis
(VCR) - he is vigilant 3 guarding
-he makges the place safe his master [person3]
(b) Suestion: What is [person2] doing?

input

-»>

(i) extractive rationales -p

(1) knowledge-grounded self-rationalization model

(2) SOTA in both extractive rationales (ERs) and natural language explanations (NLEs)
(3) “white-layer” /“peephole” architecture might give better faithfulness

(4) self-explainable model that also obtains SOTA task-performance

(5) replaceable modules: could use ChatGPT as the knowledge module

(6) strong zero-shot NLE performance
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Experiments
A
2 | Natural Language Inference
s
&
g
2 Commonsense Validation
=
g
2
<
z Commonsense QA
v
2 A
8 Visual Entailment
@
o
3 Visual Commonsense
s .
2 Reasoning

premise (Two men are competing in a bicycle race ]

hypothesis | People are riding bikes

A: Coffee stimulates people
B: Coffee depresses people

[6: Where does a wild bird usually live? J

A: a) cage, b) sky, c) countryside, d)
desert, e) windowsill

Hypothesis:
Some tennis
players pose

Q: What is the place?

C. Wang et al., Does it make sense? And why? A pilot study for sense making and explanation. ACL, 2019.

N. Rajani et al., Explain Yourself! Leveraging Language Models for Commonsense Reasoning, ACL, 2019.

M. Kayser et al., e-ViL: A Dataset and Benchmark for Natural Language Explanations inVision-Language Tasks, 2021.
R. Zellers et al., From recognition to cognition: Visual commonsense reasoning. CVPR, 2019.

label
entailment

label
Bis invalid

label
sky

label
entailment

label
Theyareina
hospital room

e-SNLI
(Cambutru et al., 2018)

ComVE
(Wang et al., 2019)

CoS-E
(Rajani et al., 2019)

e-SNLI-VE
(Kayser et al., 2021)

VCR
(Zellets et al., 2019)
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BART: a Seq2Seq COMET: Commonsense BART: a Seq2Seq
pretrained transformer with Transformer trained on pretrained transformer with
NLP a MLP prediction head ConceptNet a Language Model head

(Lewis et al., 2020) (Bosselut et al., 2019) (Lewis et al., 2020)

UN'ITER: a Seq2Seq Visual-COMET: GPT2: a pretrained
pretrained transformer for Commonsense Transformer transformer-based
VI text and images with a MLP trained on Visual
. Language Model
prediction head Commonsense Graph
(Chen et al., 2020) (Park et al., 2020) (Radford et al., 2020)

UNITER Model

Generative knowledge modules to
avoid no-hit issue of indexed KBs
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Ablations
® knowledge selection (w/o KN-Sel)
® ER and knowledge selectors (w/o KN & ER)
® NLE generator (RExC-ZS) — supervision only from the output and selected knowledge snippets as NLEs
® oenerative knowledge module replaced with a retrieval-based knowledge source (RExC-RB)
o  ConceptNet (Speer et al., 2017) and Visual Commonsense Graph (Zellers et al., 2019)

Input  Selectors 7] Snippets S;  Selé Input NLE  Input  Output
v 4 4 4
final

< Extractive hidden
R:t‘ie::laalle 5 Rationales | Knowledge |« L::;:;agle state | predictor
Extractor _% selgct Module g —»| Explainer | — P

R =] embk(m;:uti) % f
T byz —»

Extraction Grounding election Generation Prediction

(i) Rationale (i) Knowledge (iii)Knowledge \ (iv) NLE (v) Task
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Ablations
® knowledge selection (w/o KN-Sel)
® ER and knowledge selectors (w/o KN & ER)
® NLE generator (RExC-ZS) — supervision only from the output and selected knowledge snippets as NLEs
® oenerative knowledge module replaced with a retrieval-based knowledge source (RExC-RB)
o  ConceptNet (Speer et al., 2017) and Visual Commonsense Graph (Zellers et al., 2019)

N /

Input  Selectors Zir Snippets §; ectors Zlk Input NLE Input Output
v 4\ 4 NG N4 N4
final
< Extractive select !
Neural 5 Rationales S; L:latural h:t’:t':" ER
Rationale \Z lect by zk - nguage b ictor
Extractor | © Selec i Explainer P
= emb,(input)) Selected
R ac T Knowledge g
by z;
Shnippets
4

(i) Rationale (i) Knowledge (iii) Knowle (iv) NLE (v) Task
Extraction Grounding Selection Generation Prediction
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Ablations
® knowledge selection (w/o KN-Sel)
® ER and knowledge selectors (w/o KN & ER)
e NLE generator (RExC-ZS) — supervision only from the output and selected knowledge snippets as NLEs
® oenerative knowledge module replaced with a retrieval-based knowledge source (RExC-RB)
o  ConceptNet (Speer et al., 2017) and Visual Commonsense Graph (Zellers et al., 2019)

Input  Selectors Zir Snippets §; Selectors Z,k Input Input Output
v s 4N 4
N I g Extractive g select haf:irziaeln
eural Rationales | Knowledge |« | 5 S; Sta‘e Prednctor
Rationale | select Module |2P byzk —»
Extractor | © . £ kel ’
g emby(input,) H b= Selected
R ac by zi’ A ap, Knowledge
Shnippets

Extraction Grounding Selection Generation Prediction

(i) Rationale (i) Knowledge (iii) Knowledge / (iv) NLE (v) Task
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Ablations
® knowledge selection (w/o KN-Sel)
® ER and knowledge selectors (w/o KN & ER)
® NLE generator (RExC-ZS) — supervision only from the output and selected knowledge snippets as NLEs
® generative knowledge module replaced with a retrieval-based knowledge source (RExC-RB)
o  ConceptNet (Speer et al., 2017) and Visual Commonsense Graph (Zellers et al., 2019)

Input  Selectors Zir *Snippets S; Selectors Zlk Input NLE Input Output
v 4 4 4 N 4
final
< Extractive < select ;
! Natural hidden
N(_eural 5 Rationales Knowledge |« g Si Language | St2t | Predictor
Rationale | select Module 2y & by & —» guag —>
Extractor | = X £l = i Explainer P
g emby(input,) H b= Selected
R i ac) Knowledge ?
T byz, —»
Shnippets
(i) Rationale (i) Knowledge (iii) Knowledge (iv) NLE (v) Task

Extraction Grounding Selection Generation Prediction
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Human evaluation of NLE quality

Question: how does [person2] feel about what [person1] is telling him?

NLE score
1. What is the correct answer?
Yes — 1
Weak YCS — 2/3 [ @ He is concerned and a little upset. ]
[ [person6] is upset that [person1] is ridiculing his plan. ]
Weak No — 5 A o

NO - O Given the image and the question, do the explanations below justify the answer to the question?

Explanation #1: He is in shock thinking something bad is about to happen.

°

@VYes

Weak Yes

Z I

o

What are the shortcomings of Explanation #1?

Contradicts commonsense

Insufficient justification

Irrelevant to the inout image and question ]

Too verbose or repititive

Too trivial

None

w
H
L]
3
o
2
°
2
s
s
g
H
:
S

Figure 10. Snapshot of our human evaluation with a list of possible shortcomings.
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Results

NLEs e-ViL Score

100 B Gold
90
B RExC w/o KN-Sel

B Prev SOTAw/ NLEs

B RExC w/o ER&KN
8

[l REXC-RB

[ RExC
7 B RExC+
50

VCR

o

o

o

B RExC-ZS
e-SNLI ComVE COSe e-SNLI-VE
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Results

NLEs e-ViL Score

100 ' B cold
A B Prev SOTA W NLEs
90 v ¥ B REXC-ZS
A

* * B RExC w/o KN-Sel
A A B REXC w/o ER&KN
[ RExC-RB

B RExC

7 B RExC+
| " "
50

e-SNLI ComVE COSe e-SNLI-VE VCR

8

o

o

o
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Results

NLEs e-ViL Score

100 * B Gold

B Prev SOTAw/ NLEs
90 * * B RExC-ZS

* * B RExC w/o KN-Sel

B RExC w/o ER&KN
80

[l REXC-RB

[ RExC
70 \ B REXC+
60 |‘ ‘|
50

e-SNLI ComVE COSe e-SNLI-VE VCR
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Results

NLEs e-ViL Score

100 M Gold

B Prev SOTAw/ NLEs
/ B REXC wio KN-Sel
8
7
| "
50

B REXC w/o ER&KN
e-SNLI ComVE COSe e-SNLI-VE

o

o

o

[l REXC-RB

[ RExC

B RExC+
VCR
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Results
30 I Prev. SOTA
252 | | REXC wj/o KN-Sel
B RExC
56 B Rexc+

Violates Insufficient Untrue
Com.Sense

Too Too
to input verbose trivial

Figure 6. Main limitations of the generated NLEs obtained from
user study. All numbers are in % and are averaged by systems
and datasets for both NL and VL tasks. Human annotators could
choose multiple limitations for an NLE.
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Results

Task Performance

100 B Prev SOTA (W/o Expl.)
B Prev SOTA w/ Expl.

I RExC-ZS

* * * * B REXC wio KN-Sel
* * B REXC w/o ER&KN
0
I REXC-RB
| | B RExC

e-SNLI ComVE COSe e-SNLI-VE VCR

©O
o

[o]

~
o

[0]
o
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Results

RExC also outperforms the previous SOTA for extractive rationales

Table 3. ER quality. Comparison of previous SOTA models (DeY-
oung et al., 2020) for rationale extraction vs. REXC for ER quality.
Best numbers are in bold.

e-SNLI COSe
System Ace. IOU Tok. Acc. IOU Tok.
SOTA 733 704 70.1 344 389 519
RExC 783 728 735 392 416 56.2

w/o KN-Sel. 77.8 723 73.1 386 405 556
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Input ER Knowledge Snippets NLE Prev. SOTANLE Prediction
Q: People do many things to alleviate 1. Music alleviates boredom
o boredom. If you can't get out of the house ~ boredom, 2. Music is listened at home  Music can alleviate TR - T
8 you might decide to do what? house, 3. Boredom can lead to boredom when you topmusic l?nlejrs’lico
O A: a) play cards, b) skateboard, c) meet music mental health problems are alone at home
interesting people, d) listen to music 4. Music is relaxing
1. Hospital room has
3] hospital beds
> 2 Hp ital h There are hospital ~ They are They are in
( 1\ J siHOSPIEiliasiNtices beds and nurses patients in a hospital
Q: Where are [person3] and 3. Nurses care the in the room the room room

[person2 ] right now?

A: a) They are in a hospital room, b) They
are in an empty office building, c) They
are at a party, d) [personl] and
[person2 ] are attending a formal dance

[person2],
[person3]

patients
4. Hospital provides
critical care to patients




